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1. Introduction

In many applied natural language processing tasks, information is thrown out. For example, in speech
recognition systems, prosodic information is commonly discarded; in information retrieval systems, a document
is commonly treated as an unordered bag of words and syntactic information is thrown out; and in machine
translation systems, pragmatic information (e.g., topic-comment structure and referents of anaphoric
expressions) is commonly discarded. Perhaps the most common discarded linguistic forms are the frequent
words of a language—words such as those shown in figure 1.!

his I he if I his
with my
I give this about out of It but I can't as as I can on a
don't that I have to a I do like
the as the the and as the
it of but I the to
have a for
I give it a The and the
I give this about a Not but can do
as if not
Haven't with but they all to do the
to the 141 it a with one of the that was
ike

Figure 1: common words in the dumpster

Consider information retrieval systems. These systems enable users to search through a collection of documents.
In preparation for the retrieval task, an index of the document collection is created, much like a person would
create an index for a book. Like an index for a book, retrieval systems would typically not index words such as
his, 1, he, of, a, and the. For example, for the document shown in figure 2 it seems unlikely that a user will search
for any of the words shown in figure 1 and these can be safely eliminated prior to indexing. The remaining, less-
frequent words (mostly content words), shown in figure 3, are then used for indexing.

Since Aidan gave his initial FP-4 observations, I know he won't mind if I piggy-back onto his thread
with my ) month observations. :

Action - I give this about 7 out of 10. It's very good, but I can't play quite as fast as I can on a
good acoustic. I don't mind that too much - because I'd rather have to work a little harder. I do like
the overall feel as the keys hit the keybed and responsiveness is quite good as well, although the FP-T7
is better (mainly because it's got 25 extra pounds of key action guts but I'll take the trade-off to
have a lighter board for gigging)

Sounds - Grand Piano is very, very good. I give it a 8 - 9. The low end is low and the high end has
good definition.

E. Piano - I give this about a 7. Not bad, but definitely missing some realism. My Kurzweil ME-1 can do
as well if not better.

Haven't played around with too many other sounds yet but they all seem quite nice. Make sure to do the
upgrade to the latest 0S, it fixed a problem with one of the lower Ab notes that was ringing too long -
almost sounded like feedback.

Figure 2: a document to index

1 Frequent words that are routinely removed are commonly called stop words.
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Figure 3: words used to index document

Frequent words are removed for two reasons: first, because they are unlikely to contribute in any meaningful
way to the results, and, second, removing them can greatly reduce the amount of computation and storage
required for the analysis task. For example, the original document shown in figure 2 contains 212 words, while
the representation with common words removed in figure 3 contains only128 words. This practice of removing
common words in retrieval systems has been known for a long time and is widespread. For example, in 1958
Luhn noted that high frequency words are too common to have the type of significance being sought and would
constitute 'noise' in the system (Luhn 1958). Similarly, in his textbook on information retrieval (1979), van
Rijsbergen calls high frequency words 'fluff words' and in another place 'non-significant words' and lists 250
such words for English (including a, about, above, across, after, to, would, yet, and you).

However, frequent words are important for many searches. For example, if [ am searching forflights to Las
Cruces the to is critical to my search even though it is a frequent word. In fact, Google holds a patent on a
system that detects meaningful frequent words in search queries—non-meaningful frequent words are removed
from the query while meaningful ones are not removed (Tong et al. 2008). However, in the vast majority of
information retrieval systems, frequent words are removed.

Text classification is another area where the removal of frequent words is common. The task in text classification
is to automatically assign a document to a category based on the contents of that document. For example, we
may want to categorize texts based on the topic of the text such as digital piano reviews, motorcycle reviews,
opinions about the Iraq war and so on. In this case, we would want to categorize the text shown in figure 2 as
being about digital pianos and not about motorcycles. The frequent words shown in figure 1 would likely not
help us in this classification and can be safely eliminated. Eliminating frequent words is extremely common in
classification tasks. For example, in a classic paper on classification by Joachims (1996) he removes 100 of the
most common words. Dumais and Chen (2000) in an approach using support vector machines to classify web
documents also remove occurrences of frequent words. In discussing the related area of clustering Spangler and
Kreulen (2008) write “We don’t need to keep any words that are superfluous because they would simply add
noise that obscures the signal we are trying to detect.” Gangolly and Wu (2000) have called such words 'fluff
words' in classification tasks. Berry (2004) states that these words “do not bear any content.”

However, there is some evidence that the distribution and use of frequent words is not independent of text
categories. For example, the prototypical pronoun in written discourse is one which is interpreted as coreferential
with a previous expression in the text. For example, in (1) it is coreferential with a large mansion on Summit
Avenue. However, a certain class of pronouns have no overt direct antecedent in the text as shown in (2) - (4):

(1)  Her family lived in a large mansion on Summit Avenue. It had been built in 1902. (Gundel et
al. 2000)

(2) Seven years of marriage. Yes we had our ups and downs, but now she says she doesn't love
me anymore. [alt.support.divorce] (Gundel et al. 2000)

(3) Itis very hard for me to feel supported after recently being discharged from an intensive



treatment program. Today I got weighed and I gained a quarter of a pound and they think I
water loaded!! ha! [alt.support.eatingdisoders] (Gundel et al. 2000)

(4) I have been tubed a couple of times and it is uncomfortable going down.
[alt.support.eatingdisoders] (Gundel et al. 2000)

In (2) there is no overt antecedent for we and she; in (3) there is no overt antecedent for they; and in (4) there is
no overt antecedent for iz. There is some evidence that these forms are not independent of topic. For example, in
a study of newsgroups Gundel et al. (2000) found that these forms are significantly more frequent in
alt.support.eatingdisorders and, to a lesser degree, alt.support.divorce, than in other newsgroups in the study.
Nonetheless, it is commonplace to remove frequent words when doing classification tasks.

In sum it is standard practice in a wide range of natural language processing tasks to remove frequent words. In
the vast majority of cases this is the correct thing to do. But there is a danger that this practice is so ingrained that
it becomes automatic, so that frequent words are removed without thinking.

The usefulness of frequent words.

In addition to the long history of removing frequent words, there is an equally long history that demonstrates the
informativeness of frequent words. One compelling example of this is in the area of stylometrics—the analysis
of texts to determine the identity of their authors. In stylometrics the task is to find writer invariant features of
text—that is, a feature that is similar in all the texts of an author but different in the texts of different authors. A
number of writer invariants have been identified including syntax, word length, sentence length, vocabulary, and
the frequency of function words. For example, Mosteller and Wallace in their seminal book on stylometrics
(1964), noted that the frequencies of various function words could distinguish the writings of Alexander
Hamilton and James Madison. They found that Hamilton used the word upon far more frequently than Madison
did—3.24 times per thousand words versus 0.23. They used the 70 function words shown in figure 4 as part of
the feature set they used to classify the documents of the Federalist Papers using a Bayesian approach.

a as do has is no or this
all at down have it not our to
also be even her its now shall up
an been every his may of should upon
and but for if more on so was
any by from in must one some were
are can had into my only such what

Figure 4: 70 function words used by Mosteler and Wallace.

Levison et al. (1968) use the distribution of the particle de, the conjunction kai, as well as as sentence length to
argue that the Seventh Letter was not by Plato, but possibly by Speusippus? Hilton (1990) uses frequent words
to determine authorship of the Book of Mormon.

2. Task and Method

Our task was to geographically classify Arabic news articles. For example, the task is to categorize the document
shown in figure 5 as being from Syria.

ouudu )ucld quleg oustl oWEI Yo )gjoulg chl J)l&,o Vg odTw uJJ

needls peodl vse espesed! secdedl wolJl

§d )Cud |Juu pl b&_u.u u)lJl ulJl Slsu.u JCS u.)| JSw dJuCu o§UJ|J| L)l_ngJl ul -.Juu|J
solbrls wldosbedls ,tdls cesedl swsedl lows]

ssloudls sslotdl Leavdls Tuwedls etldedl sossldl woldl so szo lposew

sy wlslyol ple 850 sV ssusbuwddl ssueddl

2 This analysis is controversial. See, for example, Deane 1973.
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Figure 5: Sample Arabic classification document

The task was not to identify dialects of Arabic—we were not attempting to distinguish the 40 spoken dialects of
Arabic from one another—say, Algerian Arabic from Libyan. All the documents are of one dialect—Modern
Standard Arabic—and we are attempting to identify regional differences in this one dialect.

2.1 Document Representation

In the classification tasks we described above, we started with the document shown in figure 2, removed the
frequent words shown in figure 1, resulting in the document representation shown in figure 3. For geographical
classification we do the exact opposite. We start with the document shown in figure 2 keep the frequent words
shown in figure 1, discarding the words shown in figure 3. From the resulting representation in figure 1 we
process the document further by counting the occurrences of the frequent words. For example, there are 11
occurences of 1, 8 of the and 2 of his. We then generate a vector of frequencies—each location in the vector
representing a different frequent word. For example: (0. 000462, ©0.001865, 0.009324, ...)

2.2 Corpus

Our corpus consisted of 4,167 articles from 5 different countries as shown in table 1.

Country Website Number of documents
Egypt ahram. or. eg 1146
Sudan almshaheer. com 749
Libya akhbar-libya. com 999
Syria thawra. com 263
UK ashargalawsat. com 1010

Table 1: Distribution of documents in the corpus

The average size of an article was 15 kilobytes or roughly 7,500 characters.

We varied the size of the frequent word list from 58 to 1000 words? The reason for this variation was to
determine if classification accuracy would improve with the size of the list. As in the above example, each
Arabic document is represented as a vector of common word frequencies. A subset of these words with their

translations is shown below.

3 The use of a list of 58 words instead of using a seemingly more reasonable number like 50 was because the 58 word list
was a pre-existing one used in other Arabic analysis tasks. The list was hand edited to remove frequent content words (e.g.,
the names of newspapers).
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Each of the 4,167 documents of the corpus were converted to this vector format. We then trained on this data
using a support vector machine approach to build a classifier. The basic approach of such training algorithms is
as follows. Suppose we plot out documents written by Hamilton and Madison in two dimensional space as
shown in figure 6a. The x-axis represents the frequency of the word enough in the documents and the y-axis
represents the frequency of upon. In (6a) the documents written by Hamilton are indicated by / and those of
Madison by m. As you can see from (6a) there were more occurrences of upon and enough in documents written
by Hamilton than in documents written by Madison.

(a) (b)
h
fhon
h
m h h
h
upon | m m h m
m
m
m m m
enough

Figure 6: distribution of documents

What the training algorithm does is find a line that best separates the two classes as shown in (6b). Once we have
this line we can use it to classify new documents. In (6¢) new documents are indicated by question marks. Our
classifier will classify the new documents below the line as being authored by Madison and those above as
belonging to Hamilton. In the Arabic task the dimensions match the size of the word lists, which ranges from 58
to 1,000. So minimally we have a 58 dimensional space and instead of a line separating the classes we have a
hyperplane. Regardless of the number of dimensions, the approach is the same as the two dimensional one.

The specific support vector machine algorithm we used is the sequential minimal optimization algorithm (Platt
1998). We evaluated the algorithm using 10-fold cross-validation. We compared the accuracy of using 5 word
lists differing in how many words they contained: 58, 100, 250, 500, 1000. The 58 word list was a pre-existing
one. The remaining lists were constructed by combining the 58 word list with a list of frequent words in the
Arabic newspaper corpus.



3. Results

The results are shown in the following tables. They range from 92% accurate in classifying documents to over
99%* The rows of the tables represent the actual country the documents were from; the columns represent how
the document was classified by our algorithm. For example, in table 2, 1,145 documents from Egypt were
correctly classified as being from Egypt; 1 document from Egypt was incorrectly classified as being from Libya.
In the next row, 713 of the documents from Sudan were correctly classified as being from Sudan; 1 was
incorrectly classified as being from Egypt, 2 from Libya, and 33 from the UK.

Egypt Sudan | Libya Syria UK Egypt Sudan | Libya Syria UK
Egypt | 1145 0 1 0 0 Egypt | 1144 1 0 0
Sudan |1 713 2 0 33 Sudan |0 133 0 0 16
Libya |21 0 895 0 8% Libya |4 0 978 0 17
Syria 0 0 13 195 55 Syria 0 1 3 227 52
UK 1 7 r 20 895 UK 0 > 5 25 orT
Table 2: 58 word vector: 92.23% accuracy Table 3: 100 word vector: 97.41% accuracy

Egypt Sudan Libya Syria UK Egypt Sudan Libya Syria UK
Egypt 1145 0 0 1 0 Egypt 1145 0 1 0 0
Sudan |0 THO 0 0 ] Sudan |0 748 0 0 1
Libya |4 989 0 6 Libya |4 0 992 0 3
Syria 0 0 0 252 11 Syria 0 0 0 260 3
UK 0 0 3 10 997 UK 0 0 1 Vi 1001
Table 4: 250 word vector: 99.09% accuracy Table 5: 500 word vector: 99.5% accuracy

Egypt Sudan Libya Syria UK
Egypt 1145 0 1 0 0
Sudan |0 748 0 0 1
Libya |4 0 995 2
Syria |0 0 0 263 0
UK 0 0 0 1 1009

Table 6: 1000 word vector: 99.78% accuracy

As the tables show, accuracy improves as the size of the vector increases. In addition we evaluated the
performance on 249 blog entries using the same 100 word list as used in the newspaper task. The results are
shown in table 7 and table 8. When we trained on these blog entries and tested using 10-fold cross validation the
accuracy was 75.9%. When we used the classifier trained on newspapers to classify these blog entries our
accuracy was 43.78 %.

4 We also did preliminary investigation of this method on English text using the ICE-SIN Corpus (the Department of
English Language & Literature, The National University of Singapore), the ICE-IND Corpus (Shivaji University,
Kolhapur, and the Freie Universitit Berlin), and the ICE-PHI Corpus (the College of Liberal Arts, De La Salle
University, Manila, The Philippines). Using the same method outlined above with 100 common English words taken
from the Brown Corpus, 86.79% of the instances were classified correctly (identifying whether a document was from
India, Singapore, or the Philippines). The difference in accuracy between Arabic and English will be investigated in
future work.



Egypt | Sudan | Libya | Syria UK Egypt | Sudan | Libya | Syria UK
Egypt |31 0 0 0 19 Egypt |42 0 2 6
Sudan |1 43 0 2 4 Sudan |9 6 3 2 30
Libya |4 5 23 4 12 Libya |19 1 6 21
Syria |0 1 0 48 2 Syria |0 0 1 28 22
UK 4 1 0 1 mn UK 23 0 0 0 27
Table 7: forum entries: 75.9% accuracy Table 8: forum entries (newspapers) 43.78%

4. Discussion

This work suggests that newspaper articles can be geographically classified with high accuracy using a support
vector machine approach. However, when using this approach with blog entries the accuracy is significantly
lower. There could be several reasons for this difference. One likely reason for part of this difference is that the
size of the training set is substantially smaller for the blog data set than for the newspaper data set (249
documents compared to over 4,000). In our future work, we plan on increasing the size of our blog training
corpus.

Another reason for the poor performance with blogs is that while the blog itself is situated in a country, the blog
contributors can be geographically dispersed. So a particular blog may have blog entries that are authored by
people in different countries. We plan on performing a more detailed by-hand analysis of the blog data to
determine if this explanation can be supported by the data.

We received a number of good comments during the question component of our presentation at the workshop.
Patrick Juola suggested we look at non-linear methods. He said he has had good luck with nearest neighbor
classifiers. It seems worthwhile performing this comparison. Another person questioned how we knew the
classifier was classifying geographically rather than picking up on individual authors of the newspapers. There is
some evidence from our English analysis that we are picking up geographical classes rather than individual
writers. In the English corpus we were 87% accurate in categorization English from India, the Philippines, and
Singapore. This English corpus was carefully constructed and represents a wide range of writers.

5. Conclusion

In this paper, we have shown that frequent words in a corpus, that are often ignored in such tasks as information
retrieval, text classification, and data mining, are useful in distinguishing geographical provenance of newspaper
articles in Modern Standard Arabic. Accuracy of up to 99.8% was achieved on a corpus of over 4000 documents
from five different locations. Initial results are also promising in using this technique on more colloquial Arabic
texts (blogs) and also on distinguishing geographical varieties of English (Singapore/India/UK), so continued
research in this area is well-warranted.
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