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Abstract

This paper  reports  on a series  of  studies fo-
cused  on  the  geographical  classification  of 
Standard Arabic. The aim of these studies was 
to automatically classify a document based on 
the author's country of origin. The studies ex-
amined  documents  from newspapers  in  five 
countries: Egypt, Libya, Sudan, Syria, and the 
U.K. using the frequency of common words 
for classification. We evaluated ten classifica-
tion algorithms on this task. The best perform-
ing algorithms were bagging C4.5, neural net-
work  with  back  propagation,  NBTree,  and 
SMO with a polynomial kernel. These meth-
ods were over 99% accurate in geographically 
classifying the documents.

1 Introduction*

This paper reports on a series of experiments that 
examine the geographical classification of Modern 
Standard Arabic. Our goal is to develop automatic 
methods for determining where a particular Arabic 
document was written. The methods we have in-
vestigated use the frequency of common words to 
do this classification.

In  many  applied  natural  language  processing 
tasks, common words are discarded in a pre-pro-
cessing step. Often they are considered to consti-
tute noise in the system or are considered non-sig-
nificant and are removed. This removal of frequent 
words is a widespread and standard practice (see, 
* This work has been conducted through participation in 
CACTUS: Computational Analysis of Cyberterrorism Against 
the U.S. sponsored by the U.S. Army Test Command, White 
Sands Missile Range.

for example, Berry 2004, Dumais and Chen 2000, 
Gangolly and Yi-Fang 2000, Joachims 1996, Span-
gler and Kreulen 2008,  and van Rijsbergen 1970 
among others). 

However, there is an equally long history that 
demonstrates  the  informativeness  of  frequent 
words. One compelling example of  this is in the 
area of  stylometrics—the analysis  of  texts to de-
termine the identity of their authors. In stylomet-
rics the task is to find writer invariant features of 
text―that  is,  features  that  are  similar  in  all  the 
texts of an author but different in the texts of dif-
ferent authors. A number of writer invariants have 
been identified including syntax, word length, sen-
tence  length,  vocabulary,  and  the  frequency  of 
function words. Regarding the latter, Mosteller and 
Wallace  in  their  seminal  book  on  stylometrics 
(1964), noted that the frequencies of various func-
tion words could distinguish the writings of Alex-
ander Hamilton and James Madison. They found, 
for example, that Hamilton used the word upon far 
more frequently than Madison did—3.24 times per 
thousand  words  versus  0.23.  70  function  words 
were used as part of the feature set to classify the 
documents  of  the  Federalist  Papers  using  a 
Bayesian approach. 

Levison et al. (1968) use the distribution of the 
particle de, the conjunction kai, as well as sentence 
length  to  argue  that  the  Seventh  Letter  was  not 
written  by  Plato,  but  possibly  by  Speusippus.1 
Hilton (1990) uses frequent words to determine au-
thorship of the Book of Mormon. 

We draw on this idea popular in stylometrics of 
employing  the  distribution  of  common words  to 

1This analysis is controversial. See, for example, Deane 1973.



classify documents based on the geographical loca-
tion of the writer. It has been known for some time 
that the use of  frequent words such as prepositions 
varies  with  regional  dialects.  (1)-(3)  gives  ex-
amples of these differences. (1a) is an example of 
the British English use of the preposition  at  in  at 
the  weekend,  where  American  English  speakers 
would  use  the  preposition  on  as  shown in  (1b). 
(2a) illustrates the use of up in Black English Ven-
acular (up my grandmama house) where speakers 
of  other  dialects  might  use  the  preposition  to as 
shown  in  (2b).  (3a)  illustrates  the  use  of  to  by 
speakers of Outer Bank dialects in contrast to the 
use of at as shown in (3b).

(1) a. Speaking at the weekend, Cameron said 
the Torries would also look closely at the 
National Programme for IT. [Register 27-
4-09]

b. Speaking on the weekend, Cameron 
said …

(2) a. See, when I get out of school, I go up my 
grandmama house. [Orr 1997]

 b. See, when I get out of school, I go to my 
grandmama's house.

(3) a. She's to the dock. [Wolfram 2004]
b. She's at the dock.

Based on the vast amount of research in this area it 
is  not surprising that  someone could identify  the 
region a  particular  speaker  is  from based  on the 
distribution  and  use  of  common  words  in  their 
speech. Our research extends this simple notion by 
seeking the answers to two questions. First, instead 
of examining specific syntactic constructions, is it 
possible  to  identify  regions  based  solely  on  the 
count  of  the  different  common  words?  For  ex-
ample, is knowing there were 15 occurrences of in,  
8  of  up ,  and  3  of  to,  sufficient  information  to 
identify the author as being from the American Up-
per Midwest? If it is, it would make it substantially 
easier to develop computer programs to geograph-
ically classify text. Second, instead of identifying 
dialects  (Black  English  Venacular,  Outer  Banks 
dialects,   Appalachian  English),  is  it  possible  to 
identify  regional  differences  within  one  dialect? 
For  example,  while  speech  throughout  the  U.S. 
varies, sometimes substantially,  writing appears to 
have less  regional  variation  than  speech.   Given 

solely the frequency of common words in a written 
article can we identify the provenance of that art-
icle? These two questions (can we classify articles 
solely  on  the  frequency of  common words,  and, 
rather than dialects, can we classify regional vari-
ations in one dialect) are what our research seeks 
to answer.

2 Data

We examined these questions using a set of Arabic 
documents.  We collected several  corpora  for  this 
study.

2.1 Newspaper corpus

Our newspaper corpus consisted of 4,167 articles 
from 5 different countries as shown in table 1.

Coun-
try

Website #  of  
docs

Avg. doc. 
Size (kb)

Egypt ahram.or.eg 1146 21.9

Libya akhbar-libya.com 999 37

Sudan almshaheer.com 749 24.3

Syria thawra.com 263 19.3

UK asharqalawsat.com 1010 20.3

Table 1: Distribution of documents

We represented each document as a vector of the 
frequencies of common words. We varied the size 
of the common word list from 58 to 1000 words. 
The reason for this variation was to determine if 
classification  accuracy  would  improve  with  the 
size of the list.  A subset of these words with their 
translations is shown below. 

حول around امس yesterday

أي any ان that

اعلن announce انه that he

حيث where او or

الول first اي any

التي which ايضا also

الذين which قبل before

الى to بعد after

اليوم today بي between

امام in front of حتى until

Each of the 4,167 documents of the corpus were 
converted to this vector format. 



2.2 Additional newspaper corpus

For the experiment described in §5, we collected a 
second corpus of newspaper data from three coun-
tries: Libya, Sudan and Syria.  The distribution of 
these documents is shown in table 2 below.

Coun-
try

Website #  of  
docs

Avg. doc. 
Size (kb)

Libya ly2day.com 155 4.6

Sudan rayaam.com 611 7.9

Syria thisissyria.net 44 3.75

Table 2: Distribution of documents of test corpus

The 810 documents' average size was 7.08KB. Un-
fortunately, as seen in the above table, the file size 
was not independent of newspaper.

2.3 Forum corpus

We also used for testing, a small set of documents 
we collected from forums in several countries. The 
distribution of these documents is shown in the fol-
lowing table:

Coun-
try

Website #  of  
docs

Avg. doc. 
Size (kb)

Egypt ahram.org.eg
al-ahaly.com
almasry-alyoum.com
alwafd.org

50 22.9

Libya alfajraljadeed.com
aljamahiria.com
alshames.com
azzahfalakhder.com

50 12.3

Sudan p066ezboard.com
almshaheer.com
midan.com
sudaneseonline.com
sudanile.com

48 44.6

Syria fedaa.alwehda.gov.sy
furat.alwehda.gov.sy
jamahir.alwehda.gov.sy
ouruba.alwehda.gov.sy
champress.net
iqtissadiya.com

51 16.2

UK alhayat.com
asharqalawsat.com

50 29.4

Table 3: Distribution of forum documents

3 Previous work

In our previous work (Zacharski,  et  al. 2008) we 
designed a study to test whether geographical clas-
sification of Arabic text is possible using a method 
based  on  the  distribution  of  common  words.  To 
build a classifier, we trained on the newspaper cor-
pus described in  §2.1 using a support vector ma-
chine approach.2 The specific support  vector ma-
chine algorithm we used was the sequential minim-
al optimization algorithm (Platt  1998). We evalu-
ated the algorithm using 10-fold cross-validation. 
We compared the accuracy of using 5 word lists 
(vector  size)  differing  in  how many  words  they 
contained: 58, 100, 250, 500, 1000. The 58 word 
list  was  a  pre-existing  one.  The  remaining  lists 
were  constructed  by  combining  the  58  word  list 
with a list of frequent words in the Arabic newspa-
per corpus. 

The results are shown in the following tables. 
Results  range  from  92%  accurate  in  classifying 
documents  to  over  99%.  The  rows  of  the  tables 
represent  the  actual  country  the  documents  were 
from;  the  columns  represent  how  the  document 
was classified by our algorithm. For example, in 
table  4,  1,145  documents  from Egypt  were  cor-
rectly classified as being from Egypt; 1 document 
from  Egypt  was  incorrectly  classified  as  being 
from Libya. In the next row, 713 of the documents 
from Sudan were correctly classified as being from 
Sudan; 1 was incorrectly classified as being from 
Egypt, 2 from Libya, and 33 from the UK.

Egypt Sudan Libya Syria UK

Egypt 1145 0 1 0 0

Sudan 1 713 2 0 33

Libya 21 0 895 0 83

Syria 0 0 13 195 55

UK 1 7 77 30 895

Table 4: 58 word vector:  92.93% accuracy; κ = 0.899

2In all the studies described in this paper we developed a 
single classifier to classify all the classes rather than construct 
separate classifiers for each class. 



Egypt Sudan Libya Syria UK

Egypt 1144 1 0 1 0

Sudan 0 733 0 0 16

Libya 4 0 978 0 17

Syria 0 0 0 260 3

UK 0 0 1 7 1001

Table 5: 100 word vector:  97.41% accuracy; κ = 0.984

Egypt Sudan Libya Syria UK

Egypt 1145 0 0 1 0

Sudan 0 746 0 0 3

Libya 4 0 989 0 6

Syria 0 0 0 252 11

UK 0 0 3 10 997

Table 6: 250 word vector:  99.09% accuracy; κ = 0.988

Egypt Sudan Libya Syria UK

Egypt 1145 0 1 0 0

Sudan 0 748 0 0 1

Libya 4 0 992 0 3

Syria 0 0 0 260 3

UK 0 0 1 7 1001

Table 7: 500 word vector:  99.5% accuracy;  κ = 
0.994

Egypt Sudan Libya Syria UK

Egypt 1145 0 1 0 0

Sudan 0 748 0 0 1

Libya 4 0 993 0 2

Syria 0 0 0 263 0

UK 0 0 0 1 1009

Table 8: 1k word vector:  99.78% accuracy; κ = 0.997

As the tables show, accuracy improves as the size 
of the vector increases.

This work suggests that geographically classifying 
documents based on common words is a promising 
area to explore. However, it did not address which 
training methods would lead to accurate classifiers, 
nor did it adequately examine how well a classifier 

trained on the newspaper corpus would perform 
with other genres of written Arabic.

4 Comparison of algorithms 

Kernel  methods,  particularly Support  Vector  Ma-
chines,  are  considered  a  good approach  to  prob-
lems such as this.  One question we might  ask is 
whether other approaches would lead to better per-
formance. Part of our new work focused on com-
paring the performance of ten algorithms on this 
dataset. These algorithms are

Bagging-C4.5.  This method  (Breiman 1996) gen-
erates ten versions of a C4.5 decision tree classifier 
(Quinlan 1993) and uses them to produce an ag-
gregate classifier.
C4.5 decision trees. This method uses the C4.5 al-
gorithm  (J48  implementation)  to  produce  a  de-
cision tree classifier (Quinlan 1993). 
Hyperpipes.  This method builds a simple bound-
ary-based  classifier  (Demiröz  and  Güenir,  1997; 
Witten and Frank 1999)
KNN. This is the k-nearest neighbor algorithm us-
ing three nearest neighbors. The distance is inverse 
weighted (Aha and Kibler, 1991).
Naïve Bayes.  This method uses a simple probab-
listic  classifier  based  on  naïve  Bayes  (John  and 
Langley 1995).
NBTree.  This  method  produces  a  decision  tree 
with  naïve  Bayes  classifiers  as  leaves  (Kohavi 
1996).
NN.  This method assigns the class of the nearest 
neighbor to the test instance. The distance measure 
used is  Euclidean distance (Aha and Kibler 1991)
Multilayer Perception. This  method  produces  a 
standard  neural  network  classifier.  It  uses  back-
propagation (Cybenko, 1989) 
SMO-Poly. This method uses a support vector ma-
chine approach to build a classifier.  The specific 
support vector machine algorithm we used was the 
sequential  minimal  optimization  algorithm  (Platt 
1998).  A polynomial kernel was used.
SMO-RBF. As mentioned immediately above but 
with an RBF(radial basis function) kernel (Keerthi 
and Lin 2003).

The accuracy results are shown in table 9.3

3All experiments conducted with weka 3.5.8 running under 
Ubuntu 9.04 on a machine with Intel Quad Core Q6600 



Size of vector

58 100 250 500 1000

Bagging-C4.5 96.06 97.58 99.38 99.52 99.52

C4.5 92.99 96.74 99.18 99.48 99.5

Hyperpipes 72.69 84.23 94.91 97.67 97.55

KNN 94.79 97.36 98.12 97.86 97.26

Multilayer P. 96.21 98.06 99.18 99.52 99.62

Naïve Bayes 79.31 91.41 96.98 98.61 98.27

NBTree 94.31 96.85 98.8 99.25 99.4

NN 95.2 97.74 98.54 98.27 97.6

SMO-Poly 92.23 97.41 99.09 99.5 99.78

SMO-RBF 77.39 89.87 94.29 97.77 98.97

Table 9: A comparison of classification methods.

By  way  of  comparison,  the  accuracy  statistic  in 
each cell of this table is the same statistic as that 
reported on in the captions of tables 4-8. These res-
ults  indicate  that  Bagging C4.5, C4.5, Multilayer 
Perceptrons  and  SMO with  a  polynomial  kernel 
trained on the 1,000 word vector produce the best 
results. However, as table 9 shows, if smaller vec-
tors  are  used,  Bagging C4.5 and  Multilayer Per-
ceptrons produce better results than SMO.

5 Other genres

In our studies up to this point, we have shown that 
it is possible to classify documents from newspa-
pers with high accuracy. One question we had was 
whether a classifier trained on this newspaper cor-
pus  could classify  documents  from other  genres. 
To answer this question, we evaluated the classifi-
ers reported on in the previous section on a set of 
documents  from  forums.  All  classifiers  were 
trained on the 1,000 word vector. The details of the 
collection  of  forum  documents  are  described  in 
§2.3.  The results of this evaluation are shown in 
table  10.   By  way  of  comparison,  a  classifier 
trained on the forum posts and evaluated on those 
posts using 10 fold cross-evaluation was 75.9% ac-
curate.

2.40GHz and 4GB RAM.

Accuracy κ

Bagging-C4.5 36.95 0.21

C4.5 36.14 0.2

Hyperpipes 23.29 0.04

KNN 35.34 0.19

Multilayer Perceptron 19.28 0

Naïve Bayes 27.71 0.1

NBTree 23.29 0.04

NN 34.94 0.19

SMO-Poly 43.78 0.3

SMO-RBF 39.36 0.24

Table  10:  Accuracy  of  classifiers  on  forum  posts.

As  can  be  seen  in  the  κ  values,  the  classifiers 
trained  on  the  newspaper  corpus  have  marginal 
success  at  classifying  forum posts.  This  may  be 
due to several factors. First, there are likely to be 
true  differences  between  newspaper  documents 
written  in  a  particular  country  and  forum  docu-
ments written in that same country. Second, while 
forums are based in a particular country, the con-
tributors to that forum may be from different coun-
tries.  This  may  introduce  significant  noise  that 
needs to be addressed in future work. Finally, since 
the forum corpus is small, some variation might be 
caused by random artifacts. 

In our studies up to this  point we used docu-
ments from one newspaper to represent a country. 
For  example  as  table  1  shows,  all  Syrian  docu-
ments were from thawra.com. It could be argued 
that the poor performance of the classifiers on the 
forum corpus was because  the classifiers  are too 
narrowly trained  on single  newspapers  thus con-
flating stylistic differences among newspapers with 
geographical  differences.  To test  this,   we added 
documents from additional newspapers to the train-
ing set  and tested  these  new classifiers  with the 
forum data. This new training data is described in 
§2.2. The results are shown in Table 11. The results 
presented  in  this  table  suggest,  not  surprisingly, 
that adding a different  data source improves per-
formance. By way of comparison, just adding 810 
documents from the same sources as the original 
data improves  accuracy only about  1.5%. So the 
near 10% improvement in SMO with the polyno-
mial kernel is a particularly compelling illustration 



of the power of adding data from different sources.

Accuracy κ

Bagging-C4.5 46.18 0.33

C4.5 51.81 0.4

Hyperpipes 29.71 0.12

KNN 35.34 0.19

Multilayer Perceptron 20.08 0

Naïve Bayes 42.17 0.28

NBTree 26.91 0.09

NN 30.12 0.13

SMO-Poly 53.41 0.42

SMO-RBF 47.39 0.34

Table 11: Accuracy of new classifiers on forum posts.

6 Effects of document size

Our final study examined the effect  of document 
size on classification accuracy. Using SMO with a 
polynomial  kernel  and  vector  sizes  of  100  and 
1,000, we evaluated classification accuracy on doc-
uments of 100 bytes, 500, 1,000, 5,000, and 10,000 
derived  from the  newspaper  corpus  described  in 
§2.1. The results are shown in table 12. 

Document size Vector size 

100 1k

100 59.86 90.99

500 90.66 99.16

1k 93.78 99.66

5k 98.34 99.76

10k 97.6 99.86

Table 12: Accuracy as a function of document size.

As this  table  shows,  the  accuracy remains  fairly 
good even for moderately sized documents.

7 Conclusion

Our work focused on answering two questions: 
(1)  can  we  geographically  classify  documents 
solely on the frequency of common words, and, (2) 
rather than dialects, can we classify regional vari-

ations in one dialect (for example, can we classify 
regional  differences in Modern Standard Arabic). 
We developed a series of studies aimed at answer-
ing these questions.  These studies showed that it is 
possible  to  accurately  classify  newspaper  docu-
ments solely using the common words in the docu-
ments.  One study compared the performance of 10 
classifiers on this task and provided some evidence 
that Bagging C4.5, C4.5, and SMO with a polyno-
mial kernel produce the most accurate classifiers. 
One major limitation of these studies is that they 
relied on a single data source for each country. Be-
cause a single newspaper source was used for each 
region, it could be argued that the classifiers were 
classifying the documents based on the newspaper 
rather  than  on  geographical  region.  To  examine 
this  possibility,  we evaluated the performance of 
the classifier on a different genre: forum posts. The 
results here are less than compelling; nevertheless 
the classifier had moderate accuracy on classifying 
forum posts.4 We will examine this in more detail 
in future work using a larger corpus from a wider 
breadth of sources. Finally, we examined the effect 
of document size on classification accuracy finding 
that we could get good classification accuracy even 
for relatively short documents. These studies sug-
gest that the answer to both questions raised in the 
beginning sentence of this paragraph is yes: yes we 
can  geographically  classify  document  based  on 
common word frequency and yes we can classify 
regional differences in Modern Standard Arabic. 

This work has direct practical application to in-
telligence tasks. It may help in determining the au-
thor of an anonymous document. For example, a 
geographical classifier can be used as one module 
of  a  system  designed  to  detect  cyber  terrorist 
threats against the U.S. by aiding in the identifica-
tion of the source of the threat. Finally, many Ar-
abic scholars (Shukri B. Abed, p.c.) believe there 
are no regional variations of Modern Standard Ar-
abic.  The  work  reported  on  here  provides  some 
support for the alternative view that there are re-
gional  variations  (see,  for  example,  Ibrahim and 
Ibrahim,  2009  and  Abdelali,  2004).  Future  work 
using  larger  corpora  from  a  broad  number  of 
sources may provide stronger evidence for this po-
sition.

4The best classifier on this task had a κ of 0.42 which is gener-
ally considered 'moderate' agreement (Viera and Garrett 2005).
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Appendix: Details of classifiers

Below we list for each classifier the Weka (Garner 
1995) command and parameters that were used.

Bagging C4.5:
weka.classifiers.meta.Bagging -P 100 -S 1 -I 10 -W 

weka.classifiers.trees.J48 -- -C 0.25 -M 2

C4.5:
weka.classifiers.trees.J48 -C 0.25 -M 2

Hyperpipes:
HyperPipes

KNN:
weka.classifiers.lazy.IBk -K 3 -W 0 -I -A "weka.-

core.neighboursearch.LinearNNSearch -A \"weka.-
core.EuclideanDistance -R first-last\""

Multilayer Perceptron:
weka.classifiers.functions.MultilayerPerceptron -L 0.3 -

M 0.2 -N 500 -V 0 -S 0 -E 20 -H a

naïve Bayes:
weka.classifiers.bayes.NaiveBayes

NBTree:
NBTree

NN:
IB1

SMO-Poly:
weka.classifiers.functions.SMO -C 1.0 -L 0.001 -P 

1.0E-12 -N 0 -V -1 -W 1 -K "weka.classifiers.func-
tions.supportVector.PolyKernel -C 250007 -E 1.0"

SMO-RBF:
weka.classifiers.functions.SMO -C 1.0 -L 0.001 -P 

1.0E-12 -N 0 -V -1 -W 1 -K "weka.classifiers.func-
tions.supportVector.RBFKernel -C 250007 -G 0.01"
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